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Abstract—Switched-inductor power supplies are valued for their 
high efficiency despite the bulkiness of off-chip inductors. When 
designing compact systems, like many portable consumer 
electronics and wireless microsensors, single-inductor topologies 
are preferred. Specifically, single-inductor multi-input and multi-
output (SL–MI/O) power supply designs pose unique challenges 
that have yet to be fully addressed. This paper aims to provide 
design guidelines for maximizing efficiency in the design of SL–
MI/O systems, especially in the sub-5W domain. To simplify the 
choice between NFETs and PFETs for the multitude of power 
switches in SL–MI/Os, which is not straightforward, an intuitive 
metric called the Favorability Index (FNP) is proposed. A new, 
optimal supply voltage theory is also presented, suggesting that 
the most efficient voltage to supply power switches’ gates is 
around twice the threshold voltage (vT). The paper also proposes 
using dynamic selectors in gate drivers. This allows for blocking 
cross conduction without increasing vSUP drastically, ensuring 
efficiency. A two-transistor selector is recommended as a simple 
implementation, and the tradeoffs are discussed. An example 
topology is designed using guidelines proposed by the paper to 
demonstrate the design flow and efficiency improvements.  

 
Index Terms—Multiple I/O, DC-DC converter, switched 

inductor, optimal supply, favorability index, switching loss, 
CMOS, SIMIMO, gate driver, efficiency, power loss.  

I. SWITCHED-INDUCTOR MULTIPLE-I/O POWER SUPPLIES 

WITCHED-INDUCTOR power supplies are widely 
used in electronics [1] due to their high efficiency. The 
prevalence of microelectronics, such as portable 

electronics and Internet-of-Things (IoT) devices [2], 
emphasizes the need for higher power density. Consequently, 
it is preferred to use as few bulky off-chip components as 
possible, motivating single-inductor power supply designs. 

As electronics grow in complexity, the necessity for power 
supplies to generate multiple voltages rises [3]–[5], calling for 
multiple-output designs. Similarly, systems with diverse input 
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sources, such as battery-powered or energy-harvesting 
systems, necessitate multiple-input designs [6]–[8]. Some 
systems require both multiple inputs and outputs [9]–[11]. 
This paper refers to all of the above as Single-Inductor 
Multiple-Input/Multiple-Output (SL–MI/O) designs. 

A general SL–MI/O system diagram with input one (vI1) to 
input N (vIN) and output one (vO1) to output N (vON) is 
depicted in Fig. 1. It can be observed that inductor switching 
nodes vSWI and vSWO connect to many different voltages 
through a multitude of switches. This introduces design 
complexities that are not present in single I/O systems. 

Bucking high inputs to low outputs requires the input 
ground switch SIG in Fig. 1 and boosting low inputs to high 
outputs requires the output ground switch SOG [12]. And while 
the highest and lowest I/Os should use PFETs and NFETs, 
respectively, intermediate levels can use either or both.  
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Fig. 1. Switched-inductor multiple-I/O system diagram. 

Selection between using an NFET or a PFET for any I/O 
switch becomes nontrivial. The designer needs to find the 
most efficient NMOS design among all possible combinations 
of gate drive voltages and widths. Then the same process 
needs to be repeated for PMOS, and the results compared. The 
number of switches to design and the multitude of voltage 
rails exacerbate the long design process and obscure insights.  

With multiple I/O voltages available to use as gate drive 
supplies, we also want to easily find the most power-efficient 
voltages to drive the switches. In this paper, an optimal supply 
theory is derived to aid designers. For sub-5W systems, using 
a lower gate drive voltage at around twice the threshold 
voltage (vT) but wider switches is practical and more efficient. 

Furthermore, the complex switching voltages at inductor 
nodes that can cause unwanted turn-ons of switches (cross 
conduction). Common methods to block this cross conduction 
can be inefficient. This paper proposes a low-loss gate driver 
design alternative that is simple and can block cross 
conduction efficiently. Designs like hybrid/switched-capacitor 
power supplies or charge pumps may also experience similar 
cross conduction [13], making the insights discussed in this 
paper relevant for a broader range of designs. 
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In Sec. II, an analysis of MOSFET selection is presented. 

The power losses are explicated, and the Favorability Index 
(FNP) is introduced as an intuitive metric to aid designers. 
Sec. III proposes and validates the optimal supply theory. 
Sec. IV introduces the low-loss gate driving scheme, and Sec. 
V showcases the design flow using concepts of this paper with 
an example circuit. The paper is concluded in Sec. VI. 

II. FAVORABILITY INDEX 

A. Theory 

The design of power switches is usually governed by losses; 
control loops are usually ones that determine response time. 
When designing a power I/O switch, the first consideration is 
choosing between an NFET and a PFET. Intuitively, one can 
examine the possible gate drive (overdrive) voltages (vGST) of 
the two choices to find the less resistive choice, since higher 
vGST lowers resistance, and therefore lowers the ohmic loss 
(PR). However, a higher vGST is not necessarily better, since it 
also increases gate-charge power loss (PG). 

Hence, during MOSFET selection, it is essential to 
evaluate all losses at the optimal design point. Then the 
optimal total losses (PM′) of NMOS and PMOS options should 
be compared. Because the choice with higher PR may exhibit 
lower PG, and the sum is not necessarily greater. 

In this paper, the terms vDD/SS refer specifically to the high-
side and low-side gate driver supply voltages for each switch, 
not global supply rails. The vSS/vDD of an N/PMOS switch is 
always connected to its source voltage (vS) unless explicitly 
stated otherwise. That is because an NFET turns off (the 
switch opens) when vGS collapse to zero, when the gate 
voltage vG drops to vS. Similarly, a PFET turns off (the switch 
opens) with collapsed vSG, when vG rises to vS. There’s no 
need to drive the vGS/vSG for N/PFET to below zero since the 
switch is already off, and further gate driving incurs loss.  
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Fig. 2. Power I/O (a) NMOS and (b) PMOS switch. 

To derive the losses, we need to first define the effective 
supply voltage (vSUP). Normally, vSUP is the same as vDD since 
vSS is usually zero. However, complex voltage rails are 
common in SL–MI/O designs, and such generalization is not 
always applicable, so we need to explicitly define: 

 SUP DD SSv v v .   1) 

The on-resistance RM is calculated in deep triode since that is 
the operating region of power switches. vDD/SS needs to be 
selected such that vG can drive the switches into triode 
reliably. kR and kG can be defined as coefficients to simplify 
presentations for insight. PR and PG can then be derived [12]: 
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iL(RMS) is the RMS inductor current, KN/P′ is the 
transconductance parameter, WM is the channel width, and fSW 
is the switching frequency. vT is the threshold voltage with 
body effect. qG is the charge needed to charge the gate across 
vSUP. dON is the active duty cycle. CEQ is the equivalent 
approximate gate capacitance. COL and CCH are the overlap 
and channel capacitance. LM is the entire channel length, LCH 
is the effective channel length and LOL is the overlap length: 
 M CH OLL L 2L .   

Power switches lose ohmic IV overlap power PIV when 
transitioning between on and off states, as the current and 
voltage across the switch crisscross between extreme levels. In 
consumer microelectronics with sub-5W power, PIV is usually 
lower than PR and PG by at least an order of magnitude. The 
losses among the gate driver stacks themselves (excluding PG 
of the power switch) are also low, since the drivers don’t need 
to be strong to minimize PIV. The overall MOSFET loss (PM) 
is therefore approximately the sum of PR and PG: 

 M R GP P P .   
PM is a function of a lot of parameters, but when we design 

a power switch, the parameter we control is primarily the 
width WM. Since PR in (2) is inversely proportional to WM, 
and PG in (3) scales with it linearly, there is an optimal WM′ at 
which point the loss is at the minimum [12]. We can write: 
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This WM′ is the optimal width that the switch should be 
designed at for the lowest loss. In higher-power domains it 
might not be practical, due to (7) giving very big values that 
are not achievable with area constraints, or due to PIV 
becoming the dominant switching loss (which we 
approximated away). But in microelectronics with sub-5W 
power, WM′ is accurate and practically achievable. 

In order to find WM′, we have to know the constants inside 
kR and kG, such as fSW or iL(RMS). Therefore, WM′ is optimized 
at one current level. Normally, we can optimize the switch at 
half the load level, such that the efficiency is centered across 
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possible load conditions, or optimize it at the most likely load 
level. If conditions allow and we can sense the output power 
or currents, we can also segment the switch into multiple 
parallel MOSFETs to modulate WM based on the current and 
keep it approximately WM′ to maximize efficiency. 

At WM′, PM reaches the minimum at PM′. We can find PM′ 
by plugging WM′ back into (5) to get: 


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kT and kB are coefficients defined here only for simpler 
presentations of derivations later. PM′ is the optimal loss that 
should be calculated and compared for both NMOS and 
PMOS switches to justify the choice between them. However, 
calculating PM′’s of NFETs vs. PFETs for every switch 
location is tedious for designs with many I/Os. It also lacks 
insight, which complicates a designer’s design process. 

A favorability index FNP can be defined to help with 
MOSFET selection. FNP is the ratio of a switch’s PM′ when it 
is implemented as a PFET versus an NFET. Since it’s a ratio 
of PM′, it takes into account all losses in PM, including the 
conduction loss and gate-charge loss. A value of FNP greater 
than one indicates a lower power loss in an NFET, favoring its 
use. Conversely, a value smaller than one favors PFETs. 
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Many variables like fSW and iL(RMS) cancel in FNP, since it’s 
the same switch, and non-dominant terms are approximated 
away to get (9). For example, the approximated result in (9) 
assumed that the overlap capacitance and oxide thicknesses 
between N/PFETs are similar. If they’re significantly 
different, the accurate ratio equation defined in (9) must be 
used, instead of the approximation. However, even in this 
case, FNP remains useful for estimation and intuition.  

Eq. (9) is derived when the WM of the switch in question is 
designed at WM′ for all currents. If the system can only allow 
one fixed width for the switches, we can only optimize them 
for one current level, IM0. FNP therefore becomes a function of 
the current through the switch, iM, because kR in WM′’s no 
longer cancel out when WM is not WM′ for different iM’s.  

However, if the switch is designed at the optimal width 
WM0′ for IM0, at which point PMRN/P0′ = PMGN/P0′, we can derive 
in (10) that FNP(S) for fixed width remains constant across iM. 
Therefore, FNP remains valid even for fixed-width switches as 
long as they’re sized at WM0′ for an IM0. This is an important 
point because not all systems can employ strategies like 
segmentation to track WM to WM′ for all current levels. 
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In (9), we can see that a higher K′ and vGST/SGT for a 
MOSFET type favors it, but a higher vSUP disfavors it with a 
higher order. If all conditions are equal, an NFET is always 
better due to its higher carrier mobility. For switches 
connected to the lowest/highest voltage in the system, FNP is 
infinite/0. These are already obvious without FNP; but for 
intermediate voltages, FNP becomes very useful. It can also be 
observed that FNP changes with voltages, not with currents.  

F N
P

vI = 1.1 V

vI = 1.8 V
vI = 2.5 V

NMOS

PMOS

 
Fig. 3. Calculated favorability index with data points for Sec.II.B. 

An example of the different WM′’s of NMOS and PMOS 
versions of the same switch is plotted below in Fig. 4. The 
circuit for which this is plotted is presented in the next 
subsection in Fig. 5. Due to inherently higher carrier mobility, 
NFET can be smaller. In the example circuit shown in Fig. 5, 
vSGT is also smaller than vGST, making the difference even 
more pronounced. However, the PFET can still be more 
efficient with lower vSUPP thus lower PG, even with the 
significantly bigger size, as we’ll see in the next subsection.  
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Fig. 4. Calculated WM′ of NMOS versus PMOS switch across iO. 

B. Validation 

To see how FNP is applied, we can validate the theory in 
simulation with a simple buck converter with 1.8 V input, 1 V 
output, an external 5 V rail, and a nominal load current of 
200 mA, as shown in Fig. 5. A buck topology has two 
switches, the ground switch is connected to the most negative 
voltage in the system, and it has to be an NFET. For the input 
switch MI, we can use FNP to find the optimal choice. 
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Fig. 5. (a) Buck and (b)-(c) power PMOS and NMOS input switches. 
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From (9) we can calculate the FNP to be 0.94, which means 

a PMOS input switch is slightly favored. vSUPP is 1.8 V, vSUPN 
is 5 V, vGST is 2.5, vSGT = 1.1, KN′/KP′ is 3. The system is 
simulated, and the losses incurred by MI are recorded. The 
difference between the NMOS loss and PMOS loss, ΔPMN/P, is 
plotted in Fig. 6. The solid line is the result when the WM is 
kept at WM′ across all iO. The dashed line is when WM is 
statically designed at the optimal width WM(200 m), when the 
current is 200 mA, and doesn’t vary with iO. 
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Fig. 6. Simulated N/PMOS loss difference and calculated FNP across iO. 

ΔPMN/P stays positive, showing that NMOS implementation 
incurs higher losses, validating the FNP result across current. 
This is true for both when WM′ is always applied and when 
WM is static, validating both (9) and (10). FNP is 0.94 for both 
when WM is WM′, or when WM is WM(200 m), due to (10). 

In (9) and Fig. 6, we’ve shown that FNP doesn’t change 
across currents as long as we have WM′, or if WM is designed 
at WM0′ for an IM0. It changes, however, if vGS/SGT or vSUP 
changes. For example, FNP of the input switch MI changes 
with vI, the different FNP’s at different vI’s are marked in 
Fig. 3. In a power supply, we usually have defined I/Os that do 
not change, while the current varies based on load. So FNP 
only needs to be consulted once during design and remains 
valid. However, if the system has changing voltages, such as 
battery chargers, FNP can vary across operating conditions. 

We can validate FNP across different input voltages as well. 
In Fig. 7, the approximated FNP equation in (9) is plotted 
against the actual simulated input switch losses across vI at 
200 mA. The switches are again kept at WM′ across vI. The 
FNP matches the simulated crossing point with good accuracy 
with small error vI(E), even though only the approximated 
equation in (9) is plotted instead of the accurate expression. 
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Fig. 7. Simulated N/PMOS loss difference and calculated FNP across vI. 

C. State of the Art 

In the state of the art, the selection of MOSFETs is a part of 
the design that is not discussed. For example, in [14]–[16], the 
MOSFET implementations are provided as is. Often times, the 
choice with higher gate drive vGST/SGT is assumed to be the 
better choice. Therefore, this paper provides another 
perspective and insight for this rarely discussed design step. 

III. OPTIMAL SUPPLY 

A. Theory 

By observing (8), we can see that after applying WM′, PM′ is no 
longer a function of WM, but of the system’s parameters and 
also vSUP. It is important to notice that PM′ does not increase or 
decrease monotonically with vSUP. Just like the insight we 
discussed early in Sec. II, a higher vSUP may imply lower PR, 
but it also implies a higher PG. Therefore, there’s a sweet spot 
vSUP″ at which point the overall loss is minimal at PM″.  

When we calculate FNP, we must select and plug in the 
vSUP’s correctly to approximate this optimal vSUP″ if possible, 
otherwise we might not be approaching the actual optimal 
design. To find this optimal supply vSUP″, we take a derivative 
of (8) with respect to vSUP to find the minimum. 
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We can derive vSUP″ to be 2vT from (11). It should be noted 
that the simple 2vT result is derived from approximated 
equations in (3). The accurate kG contains fractional vSUP 
terms that represent gate-to-vSW capacitance that is not fully 
charged across vSUP. Therefore, the accurate expression is:   

 2
SUP T T S Tv v v k 2v ,      

where kS denote small terms we approximated away. Eq. (12) 
deviates from 2vT in either direction based on the ΔvSW as the 
switch is turning on. This results in the small discrepancy 
between vSUP″ and 2vT in Fig. 8. But it is still an accurate 
enough approximation that provides intuition and ease of use. 

We can visualize this result in Fig. 8 by plotting PM across 
widths and vSUP’s, which are all the variables of a switch 
within the designer’s control. We can find that the minimum is 
only reached when the switch has both the WM′ and vSUP″. 
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m
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Fig. 8. Calculated and simulated plot of PM versus W versus vSUP. 

Optimal supply theory of 2vT is true no matter the current 
level, fSW, mobility, etc., so long as WM′ is applied. We can 
repeat the plot in Fig. 8 at different current levels, shown in 
Fig. 9. As current changes, WM′ also changes, but vSUP″ stays 
the same. In the case of a space-constrained design where WM′ 
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is not achievable, vSUP″ would no longer be 2vT. Plugging in 
the constrained WM into (11) and (13) yields it, but the result 
is the solution of a complex and unintuitive cubic function. 
Therefore, it will not be shown here. But it is still valuable to 
numerically solve it if needed for an efficient design. 
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 Fig. 9. Calculated and simulated PM versus W and vSUP at different currents. 

With Clairaut’s Theorem, we know that finding WM′ then 
taking a derivative of (8) to find vSUP″ gives the same result as 
if we were to find vSUP′ then WM0″. We can find the minimum 
more formally by taking the partial derivative of PM with 
respect to both, then solving the system of two equations. By 
solving the system formed by (7) and (13), we can find vSUP″ 
again as 2vT with (14), which is the same as in (12). 
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To determine whether vSUP″ is the minimum or maximum, 
we can do the second derivative test and observe the Hessian 
matrix. And since the Hessian matrix is positive‐definite from 
(15) and (16), vSUP″ is the minimum. And at vSUP bigger than 
vT and WM bigger than zero, it is the global minimal point. 
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With both WM′ and vSUP″, we can find the absolute 
minimum PM″ at both optimal points by plugging into (5): 
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However, this is not practically achievable, since we don’t 
have granularity when it comes to the voltages we can use for 
vSUP. It is usually selected from existing voltages in the system 
instead since it is generally not efficient to artificially generate 
a voltage rail just for gate drive. Therefore, in practice, vSUP 
should be selected from existing I/Os to approximate vSUP″. 

So far, vSUP″ is derived from equations that don’t consider 
higher-order effects. But we need to reconcile the theory with 
devices with significant second-order effects, such as mobility 
degradation or LDMOS’ velocity saturation in the drift region 
[17]–[19]. If the critical voltage (vCRIT) where the conductivity 
degrades significantly is reached later than 2vT, then vSUP″ is 
2vT. But if reached earlier, usually in discrete high-voltage 
LDMOS devices, then the optimal vSUP″ would become vCRIT, 
since overdriving the MOSFETs above it offers no further 
benefit yet PG increases quadratically: 

  SUP T CRITv min 2v ,v .   

B. Validation 

We can validate the theory in simulation with the system 
described before in Fig. 5. We have no flexibility when 
choosing vSUP for the input switch, since there’s only one 
voltage higher than vI in the system. But for the input ground 
switch MIG we have the choice to either choose the 1.8 V input 
or the 5 V external rail as the vDD. 1.8 V is chosen as the vDD 
in Fig. 5 based on the optimal supply theory, achieving 29% 
lower loss compared to choosing 5 V gate drive. 

In order to validate the theory, we can sweep the WM and 
vSUP of MIG and record the losses that it incurs and plot them 
against the calculation in Fig. 8. It can be seen that the lowest 
loss is when vSUP is 1.57 V, approximately 2vT, and width is at 
WM′. We derived in Sec. III.A that vSUP″ is independent of 
current levels as long as we have WM′. Therefore, to validate 
this claim, the simulation in Fig. 8 is performed again at two 
different current levels. It can be seen that although the WM′ is 
different for different currents, the vSUP″ always lands on the 
plane of 2vT, which validates our claim. 

To validate our optimal supply theory with measurements, 
we measured the PM of an NMOS output ground switch in an 
asynchronous boost. The input vI is 1V, the duty cycle is 50%, 
and the output current is swept from 150 mA to 350 mA. 

Since we were limited to discrete components, we cannot 
sweep the width with granularity. Therefore, we sweep the 
widths by parallelizing switches and sweeping the number of 
parallel switches to achieve the same effect. There are 8 
parallel switches on the PCB, so if 4 switches in parallel has 
the optimal width, then we can show the effects of wider-than-
optimal or narrower-than-optimal switches on PM by putting 
more or less than 4 switches in parallel. 

TABLE I 
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OPTIMAL SUPPLY MEASUREMENT COMPONENTS 

Designator M1–M8 GD1–GD8 D1 iLD1 

Device CSD19538Q2 UCC27517 STPS2H100A PLZ164W 

 

vDD 100mΩ

10μF

vI 100mΩ

33μF
1μF

10
0m

Ω
100Ω

M1 M8

100uH D1

LX

vLD1

R
S

N
S

1RFIL1

RFIL2 10μF

DUT

v S
N

S
1

RSNS2

vSNS2

GD1 GD8

CSNS1

CFIL2
CFIL1

CLD1 iLD1

33μF 1μF
CFIL4CFIL3

 
Fig. 10. PCB schematic for testing optimal supply. 

Since the device is an LDMOS, there are higher-order 
effects that need to be accounted for. vCRIT can be measured by 
putting the device in triode, sweeping vGS, and measuring iDS. 
We can find in Fig. 11 that the critical voltage is around 5.2 V. 
This means that vSUP″ is 5.2 V for this switch according to 
(18), since 5.2 V is smaller than 2vT of 7.8 V. This correlates 
with our minimal ΛP point in Fig. 13. 

vGS [V]

i D
S 

[A
]

vCRIT ≈ 5.18 V vDS = 100 mV, vT = 3.9 V

 
Fig. 11. Measured iDS versus vGS plot for a single discrete switch. 

We can further validate the theory by generating a graph 
like Fig. 8 with measurement data. We sweep the width of the 
switch by soldering different numbers of the same switch in 
parallel and sweep the vSUP by supplying the gate drivers with 
different voltages. We can find that the absolute minimal PM″ 
is achieved at vSUP″ of 5.2 V and WM′ of 4 parallel switches, 
which correlates with our theory. 

P
M

 [
m

W
]

iM(AVG) = 250 mA
vT = 3.9 V

PM'' @
vSup″
5.2 V 

vCRIT = 5.18 V

6.6 V
5.8 V

5.0 V4.8 V

 
Fig. 12. Measured PM across vSUP and number of parallel switches. 

To conduct the experiments, first the switches are 
characterized individually to find their vT, vCRIT, RON, and 
generate Fig. 11. Then 1–8 parallel DUT are soldered and 
switched in an open-loop manner with an FPGA. To measure 
vSUP″, a control loop is not necessary. The current level that 
the measurements are conducted with is not chosen arbitrarily. 

 Being limited by discrete components, we have switches 
with widths that we cannot design for a specific power level. 
Therefore, to test our theory, which is based on the width 

being at WM′, we need to instead go backwards and find the 
current level at which point the width we have is optimal and 
do measurements under that condition. To aid us with this 
effort, we propose a new metric. 

In a width-constrained design where WM is fixed, it might 
be useful to know the current and vSUP that this WM is optimal 
for. We can derive a figure of merit (FoM) for a switch based 
on the fractional loss equation (19). Fractional loss is the ratio 
of power losses to input power, which is a common metric for 
measuring the efficiency of a power supply.  


Q DT M1 M2 MX

I

P P P P P
.

P

    
 


 

By removing components in (19) not related to the switch 
we’re investigating, we can get a FoM for a switch (20), which 
will be called normalized loss ΛP, with unit W/A, which 
represents its (in)efficiency at passing a certain current. When 
measuring how optimal a switch is for passing a certain 
current, we should look at (20) instead of PM directly. Because 
PM would monotonically increase with iM and does not carry 
any information about how efficient it is at passing iM. 

 M
P

M

P
.

i
   

By measuring and finding the minimal ΛP, we can find the 
current level at which point the discrete switch’s WM equals 
WM′. ΛP is measured across vSUP and current, and it is found 
that the optimal average switch current is around 250 mA at a 
vSUP of 5.2V for 4 parallel switches, as shown in Fig. 13. The 
tests are therefore conducted at this current level. 

250 mA

8.3 mW/A

vCRIT = 3.18 V

P M
/i M

 [
m

W
/A

]

 
Fig. 13. Measured normalized loss for 4 parallel M1-4 across vSUP and current. 

The loss through DUT is measured with RSNS1 and RSNS2, 
as shown in Fig. 10. The voltage drop across RSNS1 is 
measured to get the current that the DUT conducts, which is 
then combined with the measured RON from characterization 
to get PR. RSNS2 and CSNS2 filter the gate drive power draw and 
a DC current can then be measured across RSNS2 to get PG. 
Furthermore, the quiescent power of the GD ICs are 
characterized across vSUP and subtracted from the PG 
measurements for more accurate gate-charge power results. 
The power is measured in the same way across 1–8 parallel 
switches, and vSUP is swept by varying the vDD DC power 
supply voltage at each parallel switch number, to get Fig. 12. 

Due to the limitations of discrete components, it was not 
possible to find discrete switches with vT high enough, such 
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that 2vT is higher than the UVLO of GD ICs, and without 
significant higher-order effects, such that vCRIT is higher than 
2vT. However, if an IC were to be fabricated, it would be 
possible to measure vSUP″ at 2vT like in Fig. 8 and Fig. 9. 

C. State of the Art 

In state of the art, supply voltages are often selected without 
discussion, artificially generated high-voltage rails [14], [20], 
[21], or bootstrap circuits [15], [22], [23]. As we derived 
earlier, a higher vSUP is detrimental to efficiency unless the 
width is heavily constrained. Bootstrap circuits usually require 
large off-chip capacitors that are undesirable for compact 
single-inductor designs. They are usually motivated by trying 
to achieve higher vGS/SG, but as we derived above, it’s not 
inherently preferable if vSUP also increases. The power losses 
of bootstrapped gate drivers with integrated capacitors are also 
rarely investigated rigorously compared to conventional 
drivers when it is topologically feasible to use either.  

The impact of supply voltage on power loss and efficiency 
is not comprehensively explored, especially in SL–MI/O 
contexts. This paper aims to provide the theory that can help 
designers by selecting the correct voltages to supply the gates 
of power switches to achieve maximum efficiency. 

IV. LOW-LOSS GATE DRIVER 

A. Theory 

Normally in simple systems one can tie the vSS/vDD of 
NMOS/PMOS gate drivers to the source voltage for shutting 
off the switch, as shown in Fig. 2. However, in SL–MI/O 
systems, the switching node voltage can go both above and 
below the I/O voltage that the power switch is connected to. 
When this happens, body diodes and the channel can conduct 
I/O current even when the switches are supposed to be off 
(cross conduction), which is undesirable. Therefore, the gate 
drivers and the body cannot be hard-wired to either side [24]. 

Cross conduction is commonly blocked in two ways in 
low-power domains. One way is to generate extreme voltages. 
For example, a voltage higher than anything that vSW can 
switch to can be generated and used to supply the gate of 
PFETs to keep them off [14], [20]. This is static biasing, as the 
gate drivers are supplied with static rails. Another common 
method is to put two MOSFETs in series and connect the body 
such that the body diodes point to each other [25]–[27]. This is 
the back-to-back series switches method. The body diode 
conduction is blocked, and the gates can then be biased with a 
high voltage, like static biasing, or biased in a way such that 
the MOS diodes point at each other [24]. 

Both the above methods can cause significant efficiency 
degradation. Static biasing requires the gate to now swing to 
extreme voltages, increasing vSUP and therefore PG 
quadratically, moving away from vSUP″. Back-to-back 
switches put two switches in series which effectively doubles 
the minimum length of the power switch. The two switches 
have quadruple the original resistance for the same area, and 
according to (5), the minimum possible PM′ at least doubles. 

In this paper, it is proposed to utilize a dynamic selector 
that always selects the source terminal of the power switch, 
which is the terminal with lower potential for NFETs, and the 
terminal with higher potential for PFETs. This selector often 
used to bias the body to prevent body diode conduction. But if 
we connect this selected voltage to the off side of gate drivers, 
which is the vSS side for NFET and vDD side for PFET, then 
the gate driver can always shut off the switch successfully. 

The selector can be implemented in various ways, but it 
must operate asynchronously; otherwise, cross conduction 
would still happen during dead time. One implementation 
could be a hysteretic common gate comparator connected to 
two switches [21] that switch vB between vS and vD. This 
solution is efficient and fast; however, there can still be many 
design challenges, like quiescent power, ICMR, etc. 

(c)(b)

vI/O

vSW

vI/O

vSW

vI/O

vSW

(a)

vSS

vDD

vSS

vDD

vSS

vDD

 
Fig. 14. (a) Generic dynamic selector with comparator. (b) PMOS power 
switch w/ vMAX selector (c) NMOS power switch w/ vMIN selector. 

The simplest implementation with just two switches, 
depicted in Fig. 14, is recommended. This two-transistor 
comparator has already seen extensive use in literature [13], 
[14], [21], [28]–[30]. This paper builds on prior art used for 
single-I/O implementations to offer gate-driver guidance and 
solutions that multiple-I/O designs can use to save 
considerable power. Comparison is achieved by cross-
connecting vG’s and vS’s. The two input voltages are usually 
the vS and vD of the power switch in the context of this paper.  

When one input voltage is different from another, it causes 
one selector switch to be more on and the other one off. One 
selector switch is entirely on if the difference is more than 
VT0, connecting the output to the correct voltage. This 
topology can select the lowest/highest voltage with just 
2 N/PFETs and operate asynchronously and fast. To illustrate 
the operation of the selector and the gate drivers, we can look 
at the operational waveforms in Fig. 15(a).  

Time [ns]Time [ns](a) (b)

vSW

vGNV
ol

ta
ge

s 
[V

]

V
ol

ta
ge

s 
[V

]

vSW

vGP

vSW(HI)

vSS
vSUP(L)

vSUP(F)

vDD

vSUP(L) vSUP(F)

tDT

tDT

vSW(LO)


Fig. 15. Simulated vG and vSW with selector for a (a) PFET and (b) NFET. 

This figure shows the gate voltage vGP of a PMOS input 
switch, and the switching node voltage vSW that it’s connected 
to. Initially the switch is on, with vGP at vSS. Then the switch is 
opened as vGP rises to the I/O voltage it’s connected to. During 
the dead time tDT, vSW is drained by the dead-time current. 
Then vSW rises when it’s connected to another voltage vSW(HI) 
that’s higher than vI/O. The selector selects vSW now as the gate 
driver supply, and vGP rises to vSW(HI), keeping the switch off. 
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In other words, vG only reaches the vS that it needs to open 

the switch, sourcing qG1 from the lower vSUP(L). Then when 
vSW is connected to a voltage higher than vI/O, vMAX selector 
supplies the gate now with vSW instead, sourcing qG2, swinging 
the gate to the full vSUP(F). But during the qG2 step, the body, 
gate, and source are all connected together by the selector. 
Therefore, only an overlap capacitance in CGD is charged, 
which is low compared to the rest of the charging losses and 
can be approximated away. As a result, the gate-charge power 
when using a selector, PG(SEL), can be much lower than the gate 
power when the gate is statically biased, PG(Static). vSUP(L) is also 
more likely to be close to the optimal supply voltage. 


 G(SEL) SUP(L) G1 SUP(F) SUP(L) G 2 SW

2 2
G SUP(L) SW G(Static) G SUP(F) SW

P v q v v q f

k v f P k v f .

    
  

 

B. Tradeoffs 

Compared to static biasing or back-to-back switches, the low-
loss gate driver method proposed in this paper requires an 
additional component, the dynamic selector. Therefore, extra 
design overhead is added. However, if we use the two-
transistor design as the selector, the design overhead is low. 

The selector itself also introduces its own loss. In the case 
of the two-transistor design, transistors’ widths need to be 
designed such that the extra resistance it adds to the gate drive 
path does not increase PIV dramatically. They also cannot be 
too wide, which increases its own switching loss. However, in 
sub-5W domain, PIV is usually negligible, therefore the 
selector can be reasonably small and incur no significant loss.  

Since the selector is going to have finite response time, 
cross conduction can still happen if vSW switches faster than 
the selector-controlled vG can respond. But any method of 
comparison to construct the selector will also be able to 
respond faster when vSW switches faster, so this is also a 
manageable loss. For the two-transistor selector specifically, 
two mechanisms contribute to the response time. First, the 
selector adds resistance to the gate drive path, which slows 
down the RC (dis)charging. Second, the selector has a non-
operating region when vS and vD are similar voltages. 

When vS and vD are too close to each other, with a 
difference |vID| smaller than VT0, neither of the switches is on. 
The output, therefore, becomes high-impedance until |vID| 
rises above VT0, shown below in a DC plot in Fig. 16. The 
time it takes for vS/D to traverse through the high-impedance 
zone contributes to the response time. During conduction, the 
selector output can take some time to reach its final state in the 
high-impedance region, due to low sub-vT currents. Therefore, 
when using this selector, the switch could still have a vSB/BS of 
around VT0 during conduction, resulting in a small body effect.  

VT0

vID [V]

V
ol

ta
ge

s 
[V

]

vSvDHigh -
Impedance

 
Fig. 16. Simulated two-transistor selector operation in DC. 

Cross conduction can happen before the selector responds, 
but it’s not a severe issue as it mainly happens when vDS is low 
and for a very short interval. Implementing the selector using 
devices with lower-vT than the power switch can eliminate this 
problem, since the switch is off during the high-impedance 
region. But if low-vT devices are unavailable, then the widths 
of the selector should be increased so it recovers from the 
high-impedance region faster. If the response time is critical, 
selector topologies like common-gate comparator can be used. 

C. Validation 

To validate the power savings of the low-loss gate driving 
scheme, a PCB circuit is designed to measure the gate-charge 
power of an NMOS power switch connected to an I/O voltage 
vI/O, supplied by a 12 V vDD. The circuit switches a large 
switch connecting an I/O voltage vI/O to vSW. When the switch 
is off, a pull down resistor pulls vSW to ground below vI/O. This 
is intended to simulate the switching action inside a SL system 
without introducing losses in the system beyond the PG of the 
DUT. Because the pull down resistor is large, there’s 
negligible conduction loss, and therefore when we measure the 
loss of the entire system, we get the PG of DUT (M9). 
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GD1-8

LX

D1

vLD1

RSNS

RFIL1

FPGARSNS2

RSNS3
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for other 
tests are 
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italics

4 
parallel 
DUTs 

soldered

Static 
Biasing 

Test

 
Fig. 17. PCB photograph. 

Two gate-driving schemes are measured, the first one is the 
static biasing scheme shown in Fig. 18. vSS of GD9 needs to be 
ground since vSW is pulled to ground, and DUT needs to stay 
off even when vSW is ground. In this particular simplified 
circuit, vSS can connect to vSW without cross conduction. 
However, in an actual multiple-I/O system, vSS cannot be 
connected to vSW if vSW can connect to another voltage higher 
than vI/O. Consequentially, vSS here is connected to ground 
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directly to simulate the usual implementation. This static 
biasing scheme is commonly used to block cross conduction. 

VI/O 100Ω

CFIL5
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K
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Fig. 18. PCB schematic for testing static biasing PG. 

Another circuit is the low-loss scheme shown in Fig. 19 
where the gate driver supplies with 12 V as vDD and selector 
output as vSS. The selector constructed by MS1 and MS2 selects 
the lower voltage dynamically to supply the vSS of GD10. 
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Fig. 19. PCB schematic for testing low-loss driver PG. 

TABLE II 
DYNAMIC SELECTOR MEASUREMENTS COMPONENTS 

Designator M9 GD9 MS1, MS2 
Device IRFR120ZTRPBF UCC27517 RUM001L02 

In the static biasing case, the vG of DUT swings from 12 V 
to ground, and the device turns on and shuts off normally. 
Since vSW does not drop below ground, there’s no risk of 
accidentally establishing a vGS with a negative vSW. However, 
PG is high with this scheme, since vG swings to ground even 
when it only needs to swing to vI/O to keep off. In the low-loss 
scheme, vG instead only goes to vMIN, which is vI/O when it’s 
on and about to be shut off. And as vSW is pulled below vI/O, 
the selector selects vSW instead to bias the gate. The 
operational waveforms are shown in Fig. 20.  
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Fig. 20. Measured waveforms of vMIN selector action. 

Because the selector itself also has a non-negligible 
switching loss, it must be measured. However, it’s not trivial 
to measure the power of this selector, since it conducts in 
quick transients. Therefore, the PCB circuit is designed such 
that when the loss of the entire system is measured, it 
primarily consists of the PG of DUT and the loss of the 
selector (if present), with every other loss being negligible. 

The loss of the entire circuit is measured by RSNS3 shown in 
Fig. 18 and Fig. 19 and RSNS2 shown in Fig. 10. Both RCSNS’s 
filter the power drawn from vI/O and vDD to DC currents that 
can be easily measured with vSNS’s. The combined power draw 
from vI/O and vDD is measured for both schemes across 

different vI/O’s. It can be seen that the low-loss scheme can 
achieve significantly lower loss compared to static biasing. 
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Fig. 21. Measured loss of static biasing versus selector across vI/O. 

In Fig. 21, the power draws of both static and low-loss gate 
driving schemes, as well as the PG saving of low-loss scheme 
compared to the static scheme is plotted. One can derive from 
(21) that the PG saving should increase with vI/O, as vSUP(L) 
decreases with respect to vSUP(F). The effect is not precisely 
captured in measurements, where the maximum saving is 
measured to be around 5 V, due to the gate driver ICs’ 
quiescent loss increasing from around half vDD. (21) also 
approximates away the CGD charging across vSUP(F), which will 
become dominant as vSUP(L) drops to extremely low levels. 

Due to the limitation of discrete components, the power 
switch DUT does not have independent body access. The low-
loss gate driving scheme proposed in this paper also connects 
the body to the selector, ensuring the gate to body capacitance 
is not charged when selector output moves. This power saving 
is therefore not captured in the measurements. 

D. State of the Art 

Although the dynamic selector has been used extensively in 
literature for biasing the body to prevent cross conduction 
through the body diodes [13], [14], [21], [28]–[30], its benefit 
when used to supply gates has not been explored. In the state 
of the art, even when they use the selector to bias the body, the 
gates are often biased by a generated high voltage [14], [21], 
[29], [30], which increases PG significantly by moving vSUP 
away from vSUP″, like the static biasing scheme. This paper 
proposes to use the selector not only as a body bias circuit, but 
also simultaneously as the gate bias circuit, and theorized and 
validated the efficiency benefits. 

V. SINGLE-INDUCTOR MULTIPLE-I/O EXAMPLE 

To showcase the design guidelines proposed in the paper, a 
design flow of a simple SL–MI/O buck–boost will be 
presented in this section. The example system will have an 
input vI1 of 3.3 V, two outputs vO1 and vO2 of 5 V and 1.8 V 
with a combined maximum output power of 1 W. The inductor 
has ESR of 200 mΩ. The system will work in DCM, 
controlled with open-loop signals with peak modulation. First, 
we can implement the system in the simplest way, by driving 
the gates with the extreme voltages in the system, applying 
FNP to select N/PMOS for MI1 and MO2, and sizing them at 
WM′. 
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Fig. 22. Simple implementation of SIMO buck–boost. 

The simple system in Fig. 22 works well, but according to 
the optimal supply theory, we should select vDD/SS’s of 
switches such that vSUP is close to 2vT, instead of the extreme 
voltages in the system (vO1 and ground). Therefore, we should 
redesign the system by reselecting the gate drivers’ supplies 
and sizing them again at the new WM′’s, as shown in Fig. 23, 
with changes highlighted in red. NFETs’ gates can be driven 
with vO2 instead of the higher vO1, and the vSS of PMOS’ gate 
drivers can be an I/O voltage instead of ground. FNP should be 
recalculated with properly selected vSUP’s. 
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Fig. 23. Applying optimal vSUP to switches. 

However, this is still not the optimal design, as MO2 is 
using static biasing to prevent cross conduction, swinging its 
vG from 0 to 5 V. If we introduce the selector and low-loss 
gate driving scheme, MO2 can be even more efficient. 
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Fig. 24. Using selector to block cross conduction. 

The conversion efficiency ηC of all three implementations 
are measured in simulation across combined output power and 
plotted below in Fig. 25. It can be seen that the simplest 
implementation is the least efficient, with the efficiency 
improving after applying optimal supply theory. And the 
highest efficiency is achieved after introducing low-loss gate 
driver and the dynamic selector, which allows even switches 
that experience cross conduction to reach vSUP″. 

η C
 [%

]

Output Power PO [mW]  
Fig. 25. Simulated conversion efficiency ηC across combined PO. 

Comparing the implementation with all guidelines from the 
paper applied in Fig. 24 and the simple implementation in 
Fig. 22, efficiency is improved by around 1%. A 1% 
improvement in the efficiency of a system that is already 96% 
efficient represents a 4x reduction in loss, which is a 
substantial reduction that can be achieved by following the 
relatively straightforward guidance developed in this paper. 

The operational waveforms of the final system shown in 
Fig. 24 is shown below. vMIN successfully tracks the lower 
voltage between vO2 and vSWO. Cross conduction is prevented, 
as vSWO is neither clamped to vO1 nor vO2, and there’s no 
shorting between ground, vO1, and vO2 on the output side.  
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Fig. 26. Simulated operational waveforms showing no cross conduction. 

VI. CONCLUSIONS 

This paper presents design guidelines and insights 
concerning power switch design in SL–MI/Os. A brief 
analysis of power MOSFET losses leads to a derivation of the 
Favorability Index (FNP). This provides designers with an 
intuitive metric for choosing between an NFET vs. a PFET for 
any power I/O switch. An optimal supply voltage for 
efficiency is theorized to be 2vT, which is also validated. In a 
multiple-I/O system, selecting the optimal supply is not 
always possible. But with this theory, selecting the supply 
that’s the closest to the optimal is fairly straightforward. A 
low-loss gate driver solution is proposed and validated for 
efficient blockage of cross conduction while still allowing the 
supply voltage to be close to the optimal. Finally, an example 
implementation is provided to illustrate the design flow. 
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